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Diamagne(sm and Paramagne(sm
The magne(c moment of a free atom has the nuclear and electronic
magne(c moments. Magne(c moments of nuclei are of the order of 10-3

(mes smaller than the magne(c moment of the electron. The electronic
magne(c moments has three principal sources: the spin with which electrons
are endowed; their orbital angular momentum about the nucleus; and the
change in the orbital moment induced by an applied magne(c field.

Diamagnetism is associated with the tendency of electrical charges partially
to shield the interior of a body from an applied magnetic field. In an electron
orbit within an atom, the magnetic field of the induced current is opposite to
the applied field, and the magnetic moment associated with the current is a
diamagnetic moment. Even in a normal metal there is a diamagnetic
contribution from the conduction electrons, and this diamagnetism is not
destroyed by collisions of the electrons.
The magnetization M is defined as the magnetic moment per unit volume.
The magnetic susceptibility per unit volume is defined as
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chapter 11: diamagnetism and paramagnetism

Magnetism is inseparable from quantum mechanics, for a strictly classical
system in thermal equilibrium can display no magnetic moment, even in a
magnetic field. The magnetic moment of a free atom has three principal
sources: the spin with which electrons are endowed; their orbital angular mo-
mentum about the nucleus; and the change in the orbital moment induced by
an applied magnetic field.

The first two effects give paramagnetic contributions to the magnetiza-
tion, and the third gives a diamagnetic contribution. In the ground 1s state of
the hydrogen atom the orbital moment is zero, and the magnetic moment is
that of the electron spin along with a small induced diamagnetic moment. In
the 1s2 state of helium the spin and orbital moments are both zero, and there is
only an induced moment. Atoms with all filled electron shells have zero spin
and zero orbital moment: finite moments are associated with unfilled shells.

The magnetization M is defined as the magnetic moment per unit volume.
The magnetic susceptibility per unit volume is defined as

(1)

where B is the macroscopic magnetic field intensity. In both systems of units !
is dimensionless. We shall sometimes for convenience refer to M/B as the sus-
ceptibility without specifying the system of units.

Quite frequently a susceptibility is defined referred to unit mass or to a
mole of the substance. The molar susceptibility is written as !M; the magnetic
moment per gram is sometimes written as ". Substances with a negative mag-
netic susceptibility are called diamagnetic. Substances with a positive suscep-
tibility are called paramagnetic, as in Fig. 1.

Ordered arrays of magnetic moments are discussed in Chapter 12; the ar-
rays may be ferromagnetic, ferrimagnetic, antiferromagnetic, helical, or more
complex in form. Nuclear magnetic moments give rise to nuclear paramag-
netism. Magnetic moments of nuclei are of the order of 10!3 times smaller
than the magnetic moment of the electron.

LANGEVIN DIAMAGNETISM EQUATION

Diamagnetism is associated with the tendency of electrical charges par-
tially to shield the interior of a body from an applied magnetic field. In 
electromagnetism we are familiar with Lenz’s law: when the flux through an
electrical circuit is changed, an induced (diamagnetic) current is set up in such
a direction as to oppose the flux change.

(SI) � ! " 

#0M
B(CGS) � ! " 

M
B � ;
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where B is the applied macroscopic magnetic field intensity. 
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Figure 1 Characteristic magnetic susceptibilities of diamagnetic and paramagnetic substances.
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(χ
)

Magne(c Suscep(bility 

Characteris(c magne(c suscep(bili(es:  

for diamagne(c substances  χ < 0
for paramagne(c substances χ > 0



The magne(c moment of an atom or ion in free space is given by 

Magne(c Moment of an Atom 

this term gives rise only to paramagnetism. The second term gives for a spheri-
cally symmetric system a contribution

(9)

by first-order perturbation theory. The associated magnetic moment is 
diamagnetic:

(10)

in agreement with the classical result (5).

PARAMAGNETISM

Electronic paramagnetism (positive contribution to !) is found in:

1. Atoms, molecules, and lattice defects possessing an odd number of
electrons, as here the total spin of the system cannot be zero. Examples: free
sodium atoms; gaseous nitric oxide (NO); organic free radicals such as tri-
phenylmethyl, C(C6H5)3; F centers in alkali halides.

2. Free atoms and ions with a partly filled inner shell: transition ele-
ments; ions isoelectronic with transition elements; rare earth and actinide ele-
ments. Examples: Mn2!, Gd3!, U4!. Paramagnetism is exhibited by many of
these ions even when incorporated into solids, but not invariably.

3. A few compounds with an even number of electrons, including molec-
ular oxygen and organic biradicals.

4. Metals.

QUANTUM THEORY OF PARAMAGNETISM

The magnetic moment of an atom or ion in free space is given by

(11)

where the total angular momentum is the sum of the orbital and spin 
angular momenta.

The constant " is the ratio of the magnetic moment to the angular mo-
mentum; " is called the gyromagnetic ratio or magnetogyric ratio. For
electronic systems a quantity g called the g factor or the spectroscopic splitting
factor is defined by

(12)

For an electron spin g " 2.0023, usually taken as 2.00. For a free atom the
g factor is given by the Landé equation

(13)g " 1 ! 

J( J ! 1) ! S(S ! 1) # L(L ! 1)
2J( J ! 1)

� .

g#B ! #""� .

"S"L"J

!! " ""J " #g#BJ� , 

# " # 

$E#
$B  " #

e2!r2"
6mc2  B� ,

E# " 

e2B2

12mc2 !r2"� ,
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where the total angular momentum ℏJ is the sum of the orbital ℏL and
spin ℏS angular momenta. For electronic systems a quantity g called the g
factor or the spectroscopic splitting factor and the Bohr magneton μB is
defined as eℏ/2mc. The energy levels of the system in a magnetic field are

where mJ is the azimuthal quantum number and has the values J, J −
1, . . . , −J. For a single spin with no orbital moment we have mJ = ± 1/2
and g = 2, whence the energy level U = ±1/2 μBB. The equilibrium
populations of the two levels are

The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .

!

M " (N1 ! N2)! " N! ! e
x
 ! e!x

ex
 $ e! x " N! tanh x� .

 
N2

N  " 

exp(!!B&")
exp(!B&") $ exp(!!B&")

� ;

 
N1

N  " 

exp(!B/")
exp(!B/") $ exp(!!B/")

� ;

1
2

U " !! ! B " mJg!BB� ,

e"&2me"&2mc
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .

!
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ex
 $ e! x " N! tanh x� .
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .

!

M " (N1 ! N2)! " N! ! e
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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N = N1 + N2 and

The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .

!

M " (N1 ! N2)! " N! ! e
x
 ! e!x

ex
 $ e! x " N! tanh x� .

 
N2

N  " 

exp(!!B&")
exp(!B&") $ exp(!!B&")

� ;

 
N1

N  " 

exp(!B/")
exp(!B/") $ exp(!!B/")

� ;

1
2

U " !! ! B " mJg!BB� ,

e"&2me"&2mc

11  Diamagnetism and Paramagnetism 303

–!

!

1
2

1
2

ms !2

–

2!B

0

0.25

0.50

0.75

1.00

0 0.5 1.0 1.5 2.0

Lower state

Upper state

F
ra

ct
io

na
l p

op
ul

at
io

n

!B/kBT
Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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,      J = L + S



The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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The frac(onal popula(ons of the two levels are shown below and the
resultant magne(za(on M for N atoms per unit volume is, with x = μB/kBT,

The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .

!

M " (N1 ! N2)! " N! ! e
x
 ! e!x

ex
 $ e! x " N! tanh x� .

 
N2

N  " 

exp(!!B&")
exp(!B&") $ exp(!!B&")

� ;

 
N1

N  " 

exp(!B/")
exp(!B/") $ exp(!!B/")

� ;

1
2

U " !! ! B " mJg!BB� ,

e"&2me"&2mc

11  Diamagnetism and Paramagnetism 303

–!

!

1
2

1
2

ms !2

–

2!B

0

0.25

0.50

0.75

1.00

0 0.5 1.0 1.5 2.0

Lower state

Upper state

F
ra

ct
io

na
l p

op
ul

at
io

n

!B/kBT
Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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At high temperature, we have x << 1, 
tanh x ≃ x, and 

The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.
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In general, an atom with angular momentum quantum number J in a
magne(c field has 2J + 1 equally spaced energy levels. The magne(za(on
is thus given by

The Bohr magneton !B is defined as in CGS and in SI. It is
closely equal to the spin magnetic moment of a free electron.

The energy levels of the system in a magnetic field are

(14)

where mJ is the azimuthal quantum number and has the values J, J ! 1, . . . ,
!J. For a single spin with no orbital moment we have mJ " # and g " 2,
whence U " #!BB. This splitting is shown in Fig. 2.

If a system has only two levels the equilibrium populations are, with 
" ! kBT,

(15)

(16)

here N1, N2 are the populations of the lower and upper levels, and N " N1 $
N2 is the total number of atoms. The fractional populations are plotted in 
Fig. 3.

The projection of the magnetic moment of the upper state along the field
direction is !! and of the lower state is !. The resultant magnetization for N
atoms per unit volume is, with x " !B/kBT,

(17)

For x % 1, tanh x x, and we have

(18)

In a magnetic field an atom with angular momentum quantum number J
has 2J $ 1 equally spaced energy levels. The magnetization (Fig. 4) is given by

(19)M " Ng J!BBJ(x)� , � � (x " g J!BB/kBT)� ,

M ! N!(!B/kBT)� .
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M " (N1 ! N2)! " N! ! e
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Figure 2 Energy level splitting for one elec-
tron in a magnetic field B directed along the
positive z axis. For an electron the magnetic
moment ! is opposite in sign to the spin S, so
that ! " !g!BS. In the low-energy state the
magnetic moment is parallel to the magnetic
field.

Figure 3 Fractional populations of a two-level
system in thermal equilibrium at temperature T
in a magnetic field B. The magnetic moment is
proportional to the difference between the two
curves.

DI���RYE����������������1.��1BHF����

where the Brillouin function BJ is defined by

(20)

Equation (17) is a special case of (20) for J ! .
For x ! !B/kBT " 1, we have

(21)

and the susceptibility is

(22)

Here p is the effective number of Bohr magnetons, defined as

(23)p ! g[ J( J # 1)]1/2� .
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Figure 4 Plot of magnetic moment versus B/T for spherical samples of (I) potassium chromium
alum, (II) ferric ammonium alum, and (III) gadolinium sulfate octahydrate. Over 99.5% magnetic
saturation is achieved at 1.3 K and about 50,000 gauss (5T). After W. E. Henry.
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The constant C is known as the Curie constant. The form (19) is known as
the Curie-Brillouin law, and (22) is known as the Curie law. Results for the
paramagnetic ions in a gadolinium salt are shown in Fig. 5.

Rare Earth Ions

The ions of the rare earth elements (Table 1) have closely similar chemical
properties, and their chemical separation in tolerably pure form was accom-
plished only long after their discovery. Their magnetic properties are fascinating:
The ions exhibit a systematic variety and intelligible complexity. The chemical
properties of the trivalent ions are similar because the outermost electron
shells are identically in the 5s25p6 configuration, like neutral xenon. In lan-
thanum, just before the rare earth group begins, the 4f shell is empty; at
cerium there is one 4f electron, and the number of 4f electrons increases
steadily through the group until we have 4f 13 at ytterbium and the filled shell
4f 14 at lutecium. The radii of the trivalent ions contract fairly smoothly as we
go through the group from 1.11 Å at cerium to 0.94 Å at ytterbium. This is
known as the “lanthanide contraction.” What distinguishes the magnetic be-
havior of one ion species from another is the number of 4f electrons com-
pacted in the inner shell with a radius of perhaps 0.3 Å. Even in the metals the
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The Hund rules as applied to electrons in a given shell of an atom affirm that
electrons will occupy orbitals in such a way that the ground state is
characterized by the following:

Hund rules 

1. The maximum value of the total spin S allowed by the exclusion principle;
2. The maximum value of the orbital angular momentum L consistent with

this value of S;
3. The value of the total angular momentum J is equal to |L − S| when the

shell is less than half full and to L + S when more than half full. When the
shell is just half full, the applica(on of the first rule gives L = 0, so that J = S.

The first Hund rule has its origin in the exclusion principle and the coulomb
repulsion between electrons. The second Hund rule is best approached by
model calcula(ons. The third Hund rule is a consequence of the sign of the
spin-orbit interac(on: For a single electron the energy is lowest when the
spin is an(parallel to the orbital angular momentum.
Example of the Hund rules: The ion Ce3+ has a single f electron with l = 3/2 
and s = ½. The J value by the preceding rule is |L−S| = L−1/2 = 5/2. 



The Curie temperature Tc is the temperature above which the spontaneous
magnetization vanishes; it separates the disordered paramagnetic phase at T
> Tc from the ordered ferromagnetic phase at T < Tc. We can find Tc in terms
of the constant λ. Consider the paramagnetic phase: an applied field Ba will
cause a finite magnetization and this in turn will cause a finite exchange field
BE. If χp is the paramagnetic susceptibility,

Ferromagnetic Order 
Given an internal interaction tending to line up the magnetic moments
parallel to each other, we shall have a ferromagnet. Let us postulate such an
interaction and call it the exchange field BE. We treat the exchange field as
equivalent to a magnetic field and, in the mean-field approximation, we
assume each magnetic atom experiences a field proportional to the
magnetization: BE = λM , where λ is a constant, independent of temperature.

Consider the paramagnetic phase: an applied field Ba will cause a finite
magnetization and this in turn will cause a finite exchange field BE. If !p is the
paramagnetic susceptibility,

(CGS) (2)

The magnetization is equal to a constant susceptibility times a field only if the
fractional alignment is small: this is where the assumption enters that the spec-
imen is in the paramagnetic phase.

The paramagnetic susceptibility (Chapt. 11) is given by the Curie law 
!p ! C/T, where C is the Curie constant. Substitute (1) in (2); we find 
MT ! C(Ba " "M) and

(CGS) (3)

The susceptibility (3) has a singularity at T ! C". At this temperature (and
below) there exists a spontaneous magnetization, because if ! is infinite we
can have a finite M for zero Ba. From (3) we have the Curie-Weiss law

(CGS) (4)

This expression describes fairly well the observed susceptibility variation in
the paramagnetic region above the Curie point. The reciprocal susceptibility
of nickel is plotted in Fig. 2.
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Figure 2 Reciprocal of the susceptibility per gram of nickel in the neighborhood of the Curie
temperature (358$C). The density is $. The dashed line is a linear extrapolation from high 
temperatures. (After P. Weiss and R. Forrer.)
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The exchange field gives an approximate representa(on of the quantum
mechanical exchange interac(on. On certain assump(ons it is shown in
texts on quantum theory that the energy of interac(on of atoms i, j bearing
electron spins Si, Sj contains a term U = −2JSi･Sj , where J is the exchange
integral and is related to the overlap of the charge distribu(ons of the
atoms i, j. This is called the Heisenberg model.

Heisenberg model

The curves of M versus T obtained in
this way reproduce roughly the
features of the experimental results,
as shown in the le] for nickel. As T
increases, the magne(za(on
decreases smoothly to zero at T≃ Tc.
This behavior classifies the usual
ferromagne(c/paramagne(c
transi(on as a second-order transi(on.

The curves of M versus T obtained in this way reproduce roughly the fea-
tures of the experimental results, as shown in Fig. 4 for nickel. As T increases,
the magnetization decreases smoothly to zero at T ! Tc. This behavior 
classifies the usual ferromagnetic/paramagnetic transition as a second-order
transition.

The mean-field theory does not give a good description of the variation of
M at low temperatures. For T " Tc the argument of tanh in (9) is large, and

To lowest order the magnetization deviation #M ! M(0) $ M(T) is

(10)

The argument of the exponential is equal to $2Tc /T. For T ! 0.1Tc we have
#M/N! 4 % 10$9.

The experimental results show a much more rapid dependence of #M on
temperature at low temperatures. At T ! 0.1Tc we have #M/M 2 % 10$3

from the data of Fig. 5. The leading term in #M is observed from experiment
to have the form

(11)

where the constant A has the experimental value (7.5 & 0.2) % 10$6 deg$3/2 for
Ni and (3.4 & 0.2) % 10$6 deg$3/2 for Fe. The result (11) finds a natural expla-
nation in terms of spin wave theory.

#M/M(0) ! AT 

3/2� ,

!

!

#M ! 2N! exp($2"N!2/kBT)� .

tanh # ! 1 $ 2e$2#. . .� .
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nickel



Exchange Interaction Between Free Electrons 
Consider two free electrons i and j and their pair wavefunction 𝜓ij , 
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The probability that electron i is to be found in volume element dri and
that electron j is to be found in volume element drj is then equal to |𝜓ij|2

dridrj:
|𝜓ij|2 dridrj
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This expression shows all of the crucial features: the probability of finding
two electrons with the same spin at the same place vanishes for every ki

and kj. For a par(cular spin-up electron, the other electrons with the same
spin cannot screen the Coulomb poten(al of the ion cores so well locally,
which leads to a reduc(on of the energy of the spin-up electron. This
energy reduc(on is reinforced if the highest possible percentage of all the
electrons have the same spin as the spin-up electron.



Let’s consider the Fermi electrons and introduce rela(ve coordinates
between the electrons i and j with r = ri − rj. We then ask what is the
probability that a second spin-up electron is at a distance r in a volume
element dr. The probability and effec(ve electron density ac(ng on the
spin-up electron are then
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The existence of an exchange hole implies a posi(ve exchange coupling, i.e.,
the exchange integral J is posi(ve in the exchange energy U = −2JSi･Sj .



Magnons
A magnon is a quantized spin wave. It can be treated classically, just as we
did for phonons. The ground state of a simple ferromagnet has all spins
parallel, as in Fig. (a). Consider N spins each of magnitude S on a line, with
nearest-neighbor spins coupled by the Heisenberg interaction:

MAGNONS

A magnon is a quantized spin wave. We use a classical argument, just as we
did for phonons, to find the magnon dispersion relation for ! versus k. We
then quantize the magnon energy and interpret the quantization in terms of
spin reversal.

The ground state of a simple ferromagnet has all spins parallel, as in Fig. 8a.
Consider N spins each of magnitude S on a line or a ring, with nearest-neighbor
spins coupled by the Heisenberg interaction:

(12)U ! "2J !
N

p!1
 Sp !  Sp#1� .
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Figure 7a Band relationships in nickel above the Curie temperature. The net magnetic moment
is zero, as there are equal numbers of holes in the 3d n and 3d l bands.

Figure 7b Schematic relationship of bands in nickel at absolute zero. The energies of the 3d l
and 3d n sub-bands are separated by an exchange interaction. The 3d l band is filled; the 3d n
band contains 4.46 electrons and 0.54 hole. The 4s band is usually thought to contain approxi-
mately equal numbers of electrons in both spin directions, and so we have not troubled to divide it
into sub-bands. The net magnetic moment of 0.54 "B per atom arises from the excess population
of the 3d l band over the 3d n band. It is often convenient to speak of the magnetization as arising
from the 0.54 hole in the 3d n band.

(a) (b) (c)
a aa

Figure 8 (a) Classical picture of the ground state of a simple ferromagnet; all spins are parallel.
(b) A possible excitation; one spin is reversed. (c) The low-lying elementary excitations are spin
waves. The ends of the spin vectors precess on the surfaces of cones, with successive spins ad-
vanced in phase by a constant angle.
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In the ground state, Sp ･ Sp+1 = S2 and the energy of the system is U0 =
−2NJS2 .

Consider an excited state with one particular spin reversed, as in Fig.
(b). This increases the energy by 8JS2, so that U1 =U0 + 8JS2. But
we can form an excitation of much lower energy if we let all the spins
share the reversal, as in Fig. (c).



The elementary excita(ons of a spin system have a wavelike form and are
called magnons as shown below. Spin waves are oscilla(ons in the rela(ve
orienta(ons of spins on a ladce; ladce vibra(ons are oscilla(ons in the
rela(ve posi(ons of atoms on a ladce.

Here J is the exchange integral and is the angular momentum of the 
spin at site p. If we treat the spins Sp as classical vectors, then in the ground
state Sp ! Sp"1 # S2 and the exchange energy of the system is U0 # $2NJS2.

What is the energy of the first excited state? Consider an excited state with
one particular spin reversed, as in Fig. 8b. We see from (12) that this increases
the energy by 8JS2, so that U1 # U0 " 8JS2. But we can form an excitation of
much lower energy if we let all the spins share the reversal, as in Fig. 8c. The
elementary excitations of a spin system have a wavelike form and are called
magnons (Fig. 9). These are analogous to lattice vibrations or phonons. Spin
waves are oscillations in the relative orientations of spins on a lattice; lattice vi-
brations are oscillations in the relative positions of atoms on a lattice.

We now give a classical derivation of the magnon dispersion relation. The
terms in (12) which involve the pth spin are

(13)

We write magnetic moment at site p as !p # $g!BSp. Then (13) becomes

(14)

which is of the form $!p ! Bp, where the effective magnetic field or exchange
field that acts on the pth spin is

(15)

From mechanics the rate of change of the angular momentum is equal
to the torque !p % Bp which acts on the spin: or

(16)

In Cartesian components

(17)

and similarly for and These equations involve products of spin
components and are nonlinear.

dSp
z

      /dt.dS p
y

    /dt

dSp
x

    /dt # (2J/!)[S p
y(Sp$1

z
 " S p"1

z ) $ S p
z(S p$1

y
 " S p"1

y )]� ,

dSp
  /dt # ($g!B/!) Sp % Bp # (2J/!)(Sp % Sp$1 " Sp % Sp"1)� .

! dSp
  

/dt # !p % Bp,
!Sp

Bp # ($2J/g!B)(Sp$1 " Sp"1)� .

$!p ! [($2J/g!B)(Sp$1 " Sp"1)]� ,

$ 2JSp ! (Sp$1 " Sp"1)� .

!Sp

12  Ferromagnetism and Antiferromagnetism 331

(a)

(b)

a

Figure 9 A spin wave on a line of spins. (a) The spins viewed in perspective. (b) Spins viewed
from above, showing one wavelength. The wave is drawn through the ends of the spin vectors.
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The dispersion relation for a ferromagnetic cubic lattice with nearest-
neighbor interactions

(24)

where the summation is over the z vectors denoted by ! which join the central
atom to its nearest neighbors. For ka ! 1,

(25)

for all three cubic lattices, where a is the lattice constant.
The coefficient of k2 often may be determined accurately by neutron scat-

tering or by spin wave resonance in thin films, Chapter 13. By neutron scatter-
ing G. Shirane and coworkers find, in the equation the values 281,
500, and 364 meV Å2 for D at 295 K in Fe, Co, and Ni, respectively.

Quantization of Spin Waves. The quantization of spin waves proceeds as for
photons and phonons. The energy of a mode of frequency !k with nk magnons
is given by

(26)

The excitation of a magnon corresponds to the reversal of one spin .1
2

"k " (nk # 

1
2)!!k� .

!! " Dk2,

!! " (2JSa2)k2

!! " 2JS[z $ ! 
#

cos(k ! !)]� ,
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Figure 10 Dispersion relation for magnons in
a ferromagnet in one dimension with nearest-
neighbor interactions.a
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If the amplitude of the excitation is small (if ), we may obtain an
approximate set of linear equations by taking all and by neglecting
terms in the product of Sx and Sy which appear in the equation for dSz/dt. The
linearized equations are

(18a)

(18b)

(19)

By analogy with phonon problems we look for traveling wave solutions of
(18) of the form

(20)

where u, v are constants, p is an integer, and a is the lattice constant. On sub-
stitution into (18) we have

These equations have a solution for u and v if the determinant of the coef-
ficients is equal to zero:

(21)

whence

(22)

This result is plotted in Fig. 10. With this solution we find that v ! "iu, corre-
sponding to circular precession of each spin about the z axis. We see this on
taking real parts of (20), with v set equal to "iu. Then

Equation (22) is the dispersion relation for spin waves in one dimension
with nearest-neighbor interactions. Precisely the same result is obtained from
the quantum-mechanical solution; see QTS, Chapter 4. At long wavelengths 
ka # 1, so that (1 " cos ka) (ka)2 and

(23)

The frequency is proportional to k2; in the same limit the frequency of a
phonon is directly proportional to k.

!! ! (2JSa2)k2� .

1
2!

S p
x
 ! u cos(pka " !t)� ; � � S p

y
 ! u sin(pka " !t)� .

!! ! 4JS(1 " cos ka)� .

" i!
"(4JS/!)(1 " cos ka)

(4JS/!)(1 " cos ka)
i! " ! 0� ,

"i!v  ! "(2JS/!)(2 " e"ika
 " eika)u ! "(4JS/!)(1 " cos ka)u� .

"i!u  ! (2JS/!)(2 " e"ika
 " eika) v ! (4JS/!)(1 " cos ka)v� ;

S p
x
 ! u exp[i(pka " !t)]� ; � � S p

y
 ! v exp[i(pka " !t)]� ,

dS p
z

       /dt  ! 0� .

dS p
y

    /dt  ! "(2JS/!)(2S p
x
 " S p"1

x
 " S p$1

x )� ;

dS p
x

    /dt  ! (2JS/!)(2S p
y
 " S p"1

y
 " S p$1

y )� ;

S p
z
 ! S

S p
x, S p

y
 # S
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The dispersion rela(on for magnons in a
ferromagnet in one dimension with nearest
neighbor interac(ons is

At long wavelength, ka<<1, and (1−coska)≃1/2(ka)2 ,

If the amplitude of the excitation is small (if ), we may obtain an
approximate set of linear equations by taking all and by neglecting
terms in the product of Sx and Sy which appear in the equation for dSz/dt. The
linearized equations are

(18a)

(18b)

(19)

By analogy with phonon problems we look for traveling wave solutions of
(18) of the form

(20)

where u, v are constants, p is an integer, and a is the lattice constant. On sub-
stitution into (18) we have

These equations have a solution for u and v if the determinant of the coef-
ficients is equal to zero:

(21)

whence

(22)

This result is plotted in Fig. 10. With this solution we find that v ! "iu, corre-
sponding to circular precession of each spin about the z axis. We see this on
taking real parts of (20), with v set equal to "iu. Then

Equation (22) is the dispersion relation for spin waves in one dimension
with nearest-neighbor interactions. Precisely the same result is obtained from
the quantum-mechanical solution; see QTS, Chapter 4. At long wavelengths 
ka # 1, so that (1 " cos ka) (ka)2 and

(23)

The frequency is proportional to k2; in the same limit the frequency of a
phonon is directly proportional to k.
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, the frequency is propor(onal to k2 .



A classical example of magne(c structure determina(on by neutrons is
shown below for MnO, which has the NaCl structure. At 80 K there are
extra neutron reflec(ons not present at 293 K. The reflec(ons at 80 K may
be classified in terms of a cubic unit cell of ladce constant 8.85 Å. At 293 K
the reflec(ons correspond to an fcc unit cell of ladce constant 4.43 Å.

Antiferromagnetic Order 

The mean field at an a site due to the ions on the d sites is Ba !
"(1.5 # 104)Md. The observed Curie temperature 559 K of YIG is due to the
a-d interaction. The only magnetic ions in YIG are the ferric ions. Because
these are in an L ! 0 state with a spherical charge distribution, their interac-
tion with lattice deformations and phonons is weak. As a result YIG is charac-
terized by very narrow linewidths in ferromagnetic resonance experiments.

ANTIFERROMAGNETIC ORDER

A classical example of magnetic structure determination by neutrons is
shown in Fig. 17 for MnO, which has the NaCl structure. At 80 K there are
extra neutron reflections not present at 293 K. The reflections at 80 K may be
classified in terms of a cubic unit cell of lattice constant 8.85 Å. At 293 K the
reflections correspond to an fcc unit cell of lattice constant 4.43 Å.

But the lattice constant determined by x-ray reflection is 4.43 Å at both
temperatures, 80 K and 293 K. We conclude that the chemical unit cell has the
4.43 Å lattice parameter, but that at 80 K the electronic magnetic moments of
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Figure 17 Neutron diffraction patterns for MnO below and above the spin-ordering temperature
of 120 K, after C. G. Shull, W. A. Strauser, and E. O. Wollan. The reflection indices are based on
an 8.85 Å cell at 80 K and on a 4.43 Å  cell at 293 K. At the higher temperature the Mn2$ ions are
still magnetic, but they are no longer ordered.
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Chemical
unit cellMagnetic

unit cell

Figure 18 Ordered arrangements of spins of the Mn2! ions in manganese oxide, MnO, as 
determined by neutron diffraction. The O2! ions are not shown.

the Mn2! ions are ordered in some nonferromagnetic arrangement. If the
ordering were ferromagnetic, the chemical and magnetic cells would give the
same reflections.

The spin arrangement shown in Fig. 18 is consistent with the neutron dif-
fraction results and with magnetic measurements. The spins in a single [111]
plane are parallel, but spins in adjacent [111] planes are antiparallel. Thus
MnO is an antiferromagnet, as in Fig. 19.

In an antiferromagnet the spins are ordered in an antiparallel 
arrangement with zero net moment at temperatures below the ordering or
Néel temperature (Table 2). The susceptibility of an antiferromagnet is not
infinite at T " TN, but has a weak cusp, as in Fig. 20.

An antiferromagnet is a special case of a ferrimagnet for which both sub-
lattices A and B have equal saturation magnetizations. Thus CA " CB in (37),
and the Néel temperature in the mean field approximation is given by

(38)TN " !C� ,

Exchange integral # 0 Exchange integral $ 0

Ferromagnetism Antiferromagnetism

Figure 19 Spin ordering in ferromagnets ( J # 0) and antiferromagnets ( J $ 0).
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The spins in a single [111] plane
are parallel, but are antiparallel
in adjacent [111] planes.
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the Mn2! ions are ordered in some nonferromagnetic arrangement. If the
ordering were ferromagnetic, the chemical and magnetic cells would give the
same reflections.

The spin arrangement shown in Fig. 18 is consistent with the neutron dif-
fraction results and with magnetic measurements. The spins in a single [111]
plane are parallel, but spins in adjacent [111] planes are antiparallel. Thus
MnO is an antiferromagnet, as in Fig. 19.

In an antiferromagnet the spins are ordered in an antiparallel 
arrangement with zero net moment at temperatures below the ordering or
Néel temperature (Table 2). The susceptibility of an antiferromagnet is not
infinite at T " TN, but has a weak cusp, as in Fig. 20.

An antiferromagnet is a special case of a ferrimagnet for which both sub-
lattices A and B have equal saturation magnetizations. Thus CA " CB in (37),
and the Néel temperature in the mean field approximation is given by
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where C refers to a single sublattice. The susceptibility in the paramagnetic
region T ! TN is obtained from (37):

(39)

The experimental results at T ! TN are of the form

(CGS) (40)! " 

2C
T # "

� .

! " 

2CT $ 2#C2

T 

2
 $ (#C)2  " 

2C
T # #C " 

2C
T # TN

� .
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T – Tc

Susceptibility !

Ferromagnetism Antiferromagnetism

0 0T TTc TN0–"

!!

Paramagnetism

Curie law

! = C
T

! = C
T + "

! = C

(T ! TN)
(T ! Tc)

Curie-Weiss law

Complex
behavior

Figure 20 Temperature dependence of the magnetic susceptibility in paramagnets, ferromag-
nets, and antiferromagnets. Below the Néel temperature of an antiferromagnet the spins have an-
tiparallel orientations; the susceptibility attains its maximum value at TN where there is a well-
defined kink in the curve of % versus T. The transition is also marked by peaks in the heat capacity
and the thermal expansion coefficient.

Table 2  Antiferromagnetic crystals

Transition 
Paramagnetic temperature, Curie-Weiss 

Substance ion lattice TN, in K ", in K

MnO fcc 116 610 5.3
MnS fcc 160 528 3.3 0.82
MnTe hex. layer 307 690 2.25
MnF2 bc tetr. 67 82 1.24 0.76
FeF2 bc tetr. 79 117 1.48 0.72
FeCl2 hex. layer 24 48 2.0 &0.2
FeO fcc 198 570 2.9 0.8
CoCl2 hex. layer 25 38.1 1.53
CoO fcc 291 330 1.14
NiCl2 hex. layer 50 68.2 1.37
NiO fcc 525 ~2000 ~4
Cr bcc 308

2
3

"
TN

!(0)
!(TN)
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Materials are only antiferromagnetic below their corresponding Néel
temperature, TN. This is similar to the Curie temperature as above the
Néel Temperature the material undergoes a phase transition and
becomes paramagnetic.



An(ferromagne(c Magnons

We look for solutions of the form

(49)

so that (47) and (48) become, with 

(50a)

(50b)

Equations (50) have a solution if

(51)

thus (52)

The dispersion relation for magnons in an antiferromagnet is quite differ-
ent from (22) for magnons in a ferromagnet. For ka ! 1 we see that (52) is lin-
ear in k: ! !ex|ka|. The magnon spectrum of RbMnF3 is shown in Fig. 23, as
determined by inelastic neutron scattering experiments. There is a large re-
gion in which the magnon frequency is linear in the wavevector.

Well-resolved magnons have been observed in MnF2 at specimen temper-
atures up to 0.93 of the Néel temperature. Thus even at high temperatures the
magnon approximation is useful.

!
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 " v exp[i(2p $ 1) ka # iwt]� ,
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Figure 23 Magnon dispersion relation in the simple cubic antiferromagnet RbMnF3 as deter-
mined at 4.2 K by inelastic neutron scattering. (After C. G. Windsor and R. W. H. Stevenson.)
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We look for solutions of the form
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so that (47) and (48) become, with 
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Equations (50) have a solution if
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thus (52)

The dispersion relation for magnons in an antiferromagnet is quite differ-
ent from (22) for magnons in a ferromagnet. For ka ! 1 we see that (52) is lin-
ear in k: ! !ex|ka|. The magnon spectrum of RbMnF3 is shown in Fig. 23, as
determined by inelastic neutron scattering experiments. There is a large re-
gion in which the magnon frequency is linear in the wavevector.

Well-resolved magnons have been observed in MnF2 at specimen temper-
atures up to 0.93 of the Néel temperature. Thus even at high temperatures the
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Figure 23 Magnon dispersion relation in the simple cubic antiferromagnet RbMnF3 as deter-
mined at 4.2 K by inelastic neutron scattering. (After C. G. Windsor and R. W. H. Stevenson.)
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By making the appropriate subs(tu(ons in the treatment of the
ferromagne(c line, let spins with even indices 2p compose subladce A, that
with spins up (Sz = S); and let spins with odd indices 2p+1 compose subladce
B, that with spins down (Sz = −S). We consider only nearest-neighbor
interac(ons, with J nega(ve, and obtain the dispersion rela(on of magnons
in a one-dimensional an(- ferromagnet.

The dispersion rela(on for magnons
in an an(ferromagnet is quite
different from that for magnons in a
ferro-magnet. The graph on the le]
is the magnon dispersion rela(on in
the simple cubic an(ferromagnet
RbMnF3 as determined at 4.2 K by
inelas(c neutron scaqering.



At temperatures well below the Curie point the electronic magne(c
moments of a ferromagnet are essen(ally parallel on a microscopic scale.
Actual specimens are composed of small regions called domains, within
each of which the local magne(za(on is saturated. The direc(ons of
magne(za(on of different domains need not be parallel, and the applica(on
of an external magne(c field may be required to saturate the specimen.

Ferromagnet Domains

FERROMAGNETIC DOMAINS

At temperatures well below the Curie point the electronic magnetic mo-
ments of a ferromagnet are essentially parallel when regarded on a micro-
scopic scale. Yet, looking at a specimen as a whole, the magnetic moment may
be very much less than the saturation moment, and the application of an exter-
nal magnetic field may be required to saturate the specimen. The behavior ob-
served in polycrystalline specimens is similar to that in single crystals.

Actual specimens are composed of small regions called domains, within
each of which the local magnetization is saturated. The directions of magneti-
zation of different domains need not be parallel. An arrangement of domains
with approximately zero resultant magnetic moment is shown in Fig. 24. Do-
mains form also in antiferromagnetics, ferroelectrics, antiferroelectrics, ferro-
elastics, superconductors, and sometimes in metals under conditions of a
strong de Haas-van Alphen effect. The increase in the gross magnetic moment
of a ferromagnetic specimen in an applied magnetic field takes place by two
independent processes:

• In weak applied fields the volume of domains (Fig. 25) favorably oriented
with respect to the field increases at the expense of unfavorably oriented 
domains;
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Figure 24 Ferromagnetic domain pattern on a single crystal platelet of nickel. The domain
boundaries are made visible by the Bitter magnetic powder pattern technique. The direction of
magnetization within a domain is determined by observing growth or contraction of the domain in
a magnetic field. (After R. W. De Blois.)
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Ferromagnetic domain pattern
on a single crystal platelet of
nickel. The domain boundaries
are made visible by the Bitter
magnetic powder pattern
technique. The direction of
magnetization within a domain
is determined by observing
growth or contraction of the
domain in a magnetic field.
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Figure 26 The technical magnetization curve (or hysteresis loop). The coercivity Hc is the re-
verse field that reduces B to zero; a related coercivity Hci reduces M or B ! H to zero. The 
remanence Br is the value of B at H " 0. The saturation induction Bs is the limit of B ! H at large
H, and the saturation magnetization Ms " Bs/4!. In SI the vertical axis is B " "0(H # M).

Figure 25 Representative magnetization curve, showing the dominant magnetization processes
in the different regions of the curve.

• In strong applied fields the domain magnetization rotates toward the 
direction of the field.

Technical terms defined by the hysteresis loop are shown in Fig. 26. The
coercivity is usually defined as the reverse field Hc that reduces the induction

DI���RYE����������������1.��1BHF����

• In weak applied fields the volume of
domains favorably oriented with respect
to the field increases at the expense of
unfavorably oriented domains;
• In strong applied fields the domain
magnetization rotates toward the
direction of the field.
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• In strong applied fields the domain magnetization rotates toward the 
direction of the field.

Technical terms defined by the hysteresis loop are shown in Fig. 26. The
coercivity is usually defined as the reverse field Hc that reduces the induction
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Technical terms defined by the hysteresis
loop are shown in Fig. The coercivity Hc is
the reverse field that reduces B to zero; a
related coercivity Hci reduces M or B − H
to zero. The remanence Br is the value of
B at H = 0. The saturation induction Bs is
the limit of B − H at large H, and the
saturation magnetization Ms = Bs/4𝜋.



There is an energy in a ferromagne(c crystal which directs the magne(za(on
along certain crystallographic axes called direc(ons of easy magne(za(on.
This energy is called the magnetocrystalline or anisotropy energy.

Anisotropy Energy 

B to zero, starting from saturation. In high coercivity materials the coercivity
Hci is defined as the reverse field that reduces the magnetization M to zero.

Anisotropy Energy

There is an energy in a ferromagnetic crystal which directs the magnetization
along certain crystallographic axes called directions of easy magnetization. This
energy is called the magnetocrystalline or anisotropy energy. It does not
come about from the pure isotropic exchange interaction considered thus far.

Cobalt is a hexagonal crystal. The hexagonal axis is the direction of easy
magnetization at room temperature, as shown in Fig. 27. One origin of the
anisotropy energy is illustrated by Fig. 28. The magnetization of the crystal sees
the crystal lattice through orbital overlap of the electrons: the spin interacts
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Figure 27 Magnetization curves for single crystals of iron, nickel, and cobalt. From the curves
for iron we see that the [100] directions are easy directions of magnetization and the [111] direc-
tions are hard directions. The applied field is Ba. (After Honda and Kaya.)

Figure 28 Asymmetry of the overlap of electron distributions on neighboring ions provides one
mechanism of magnetocrystalline anisotropy. Because of spin-orbit interaction the charge distrib-
ution is spheroidal and not spherical. The asymmetry is tied to the direction of the spin, so that a
rotation of the spin directions relative to the crystal axes changes the exchange energy and also
changes the electrostatic interaction energy of the charge distributions on pairs of atoms. Both ef-
fects give rise to an anisotropy energy. The energy of (a) is not the same as the energy of (b).

(a)

(b)
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B to zero, starting from saturation. In high coercivity materials the coercivity
Hci is defined as the reverse field that reduces the magnetization M to zero.

Anisotropy Energy

There is an energy in a ferromagnetic crystal which directs the magnetization
along certain crystallographic axes called directions of easy magnetization. This
energy is called the magnetocrystalline or anisotropy energy. It does not
come about from the pure isotropic exchange interaction considered thus far.

Cobalt is a hexagonal crystal. The hexagonal axis is the direction of easy
magnetization at room temperature, as shown in Fig. 27. One origin of the
anisotropy energy is illustrated by Fig. 28. The magnetization of the crystal sees
the crystal lattice through orbital overlap of the electrons: the spin interacts
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Figure 28 Asymmetry of the overlap of electron distributions on neighboring ions provides one
mechanism of magnetocrystalline anisotropy. Because of spin-orbit interaction the charge distrib-
ution is spheroidal and not spherical. The asymmetry is tied to the direction of the spin, so that a
rotation of the spin directions relative to the crystal axes changes the exchange energy and also
changes the electrostatic interaction energy of the charge distributions on pairs of atoms. Both ef-
fects give rise to an anisotropy energy. The energy of (a) is not the same as the energy of (b).
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(bcc) (hcp)(fcc)

In cobalt, the anisotropy energy density is
given by where 𝜃 is
the angle the magnetization makes with
the hexagonal axis. At room temperature,
the anisotropic constants: K1‘ = 4.1×106

erg/cm3; K2’ = 1.0×106 erg/cm3.

with the orbital motion by means of the spin-orbit coupling. In cobalt the
anisotropy energy density is given by

(53)

where ! is the angle the magnetization makes with the hexagonal axis. At room
temperature K!1 " 4.1 # 106 erg/cm3; K!2 " 1.0 # 106 erg/cm3.

Iron is a cubic crystal, and the cube edges are the directions of easy mag-
netization. To represent the anisotropy energy of iron magnetized in an arbi-
trary direction with direction cosines "1, "2, "3 referred to the cube edges, we
are guided by cubic symmetry. The expression for the anisotropy energy must
be an even power of each "i, provided opposite ends of a crystal axis are equiv-
alent magnetically, and it must be invariant under interchanges of the "i

among themselves. The lowest order combination satisfying the symmetry re-
quirements is but this is identically equal to unity and does not
describe anisotropy effects. The next combination is of the fourth degree:

and then of the sixth degree: Thus

(54)

At room temperature in iron K1 " 4.2 # 105 erg/cm3 and K2 " 1.5 # 105 erg/cm3.

Transition Region Between Domains

A Bloch wall in a crystal is the transition layer that separates adjacent 
regions (domains) magnetized in different directions. The entire change in
spin direction between domains does not occur in one discontinuous jump
across a single atomic plane, but takes place in a gradual way over many atomic
planes (Fig. 29). The exchange energy is lower when the change is distributed
over many spins. This behavior may be understood by interpreting the Heisen-
berg equation (6) classically. We replace cos # by 1 $ #2; then wex " JS2#2 is
the exchange energy between two spins making a small angle # with each
other. Here J is the exchange integral and S is the spin quantum number; wex is
referred to the energy for parallel spins.

If a total change of $ occurs in N equal steps, the angle between neighbor-
ing spins is $/N, and the exchange energy per pair of neighboring atoms is 
wex " JS2($/N)2. The total exchange energy of a line of N % 1 atoms is

(55)

The wall would thicken without limit were it not for the anisotropy energy,
which acts to limit the width of the transition layer. The spins contained within
the wall are largely directed away from the axes of easy magnetization, so there
is an anisotropy energy associated with the wall, roughly proportional to the
wall thickness.
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A Bloch wall in a crystal is the transition layer that separates adjacent
domains magnetized in different directions. The entire change in spin
direction between domains does not occur in one discontinuous jump across
a single atomic plane, but takes place gradually over many atomic planes.

Bloch Wall

Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
!w ! !ex " !anis.

The exchange energy is given approximately by (55) for each line of atoms
normal to the plane of the wall. There are 1/a2 such lines per unit area, where
a is the lattice constant. Thus !ex ! "2JS2/Na2 per unit area of wall.

The anisotropy energy is of the order of the anisotropy constant times the
thickness Na, or !anis KNa; therefore

(56)

This is a minimum with respect to N when

(57)

or

(58)

For order of magnitude, N 300 in iron.
The total wall energy per unit area on our model is

(59)!w ! 2"(KJS2/a)1/2� ;

!

N ! ("2JS2/Ka3)1/2� .

#!w/#N ! 0 ! $("2JS2/N2a2) " Ka� ;

!w ! ("2JS2/Na2) " KNa� .
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Figure 29 The structure of the Bloch wall separating domains. In iron the thickness of the transi-
tion region is about 300 lattice constants.
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From Heisenberg equa(on, the extra
exchange energy, wex = JS2𝜑2, gen-
erated between two spins making a
small angle 𝜑 with each other. Here J
is the exchange integral and S is the
spin quantum number. If a total
change of 𝜋 occurs in N equal steps,
𝜑 = 𝜋/N, and the exchange energy
per pair of neighboring atoms is wex =
JS2 (𝜋/N)2 .

The total exchange energy of a line of N +1 atoms is                             . 

with the orbital motion by means of the spin-orbit coupling. In cobalt the
anisotropy energy density is given by

(53)

where ! is the angle the magnetization makes with the hexagonal axis. At room
temperature K!1 " 4.1 # 106 erg/cm3; K!2 " 1.0 # 106 erg/cm3.

Iron is a cubic crystal, and the cube edges are the directions of easy mag-
netization. To represent the anisotropy energy of iron magnetized in an arbi-
trary direction with direction cosines "1, "2, "3 referred to the cube edges, we
are guided by cubic symmetry. The expression for the anisotropy energy must
be an even power of each "i, provided opposite ends of a crystal axis are equiv-
alent magnetically, and it must be invariant under interchanges of the "i

among themselves. The lowest order combination satisfying the symmetry re-
quirements is but this is identically equal to unity and does not
describe anisotropy effects. The next combination is of the fourth degree:

and then of the sixth degree: Thus

(54)

At room temperature in iron K1 " 4.2 # 105 erg/cm3 and K2 " 1.5 # 105 erg/cm3.

Transition Region Between Domains

A Bloch wall in a crystal is the transition layer that separates adjacent 
regions (domains) magnetized in different directions. The entire change in
spin direction between domains does not occur in one discontinuous jump
across a single atomic plane, but takes place in a gradual way over many atomic
planes (Fig. 29). The exchange energy is lower when the change is distributed
over many spins. This behavior may be understood by interpreting the Heisen-
berg equation (6) classically. We replace cos # by 1 $ #2; then wex " JS2#2 is
the exchange energy between two spins making a small angle # with each
other. Here J is the exchange integral and S is the spin quantum number; wex is
referred to the energy for parallel spins.

If a total change of $ occurs in N equal steps, the angle between neighbor-
ing spins is $/N, and the exchange energy per pair of neighboring atoms is 
wex " JS2($/N)2. The total exchange energy of a line of N % 1 atoms is

(55)

The wall would thicken without limit were it not for the anisotropy energy,
which acts to limit the width of the transition layer. The spins contained within
the wall are largely directed away from the axes of easy magnetization, so there
is an anisotropy energy associated with the wall, roughly proportional to the
wall thickness.
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The wall would thicken without limit were it not for the anisotropy energy,
which acts to limit the width of the transi(on layer. Consider a wall parallel to
the cube face of a simple cubic ladce and separa(ng domains magne(zed in
opposite direc(ons. We wish to determine the number N of atomic planes
contained within the wall. The energy per unit area of wall is the sum of
contribu(ons from exchange and anisotropy energies: σw = σex + σanis.

Thickness of Bloch Wall

With a as the ladce constant, there are 1/a2 lines per unit area,                              

Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
!w ! !ex " !anis.

The exchange energy is given approximately by (55) for each line of atoms
normal to the plane of the wall. There are 1/a2 such lines per unit area, where
a is the lattice constant. Thus !ex ! "2JS2/Na2 per unit area of wall.

The anisotropy energy is of the order of the anisotropy constant times the
thickness Na, or !anis KNa; therefore

(56)

This is a minimum with respect to N when

(57)

or

(58)

For order of magnitude, N 300 in iron.
The total wall energy per unit area on our model is

(59)!w ! 2"(KJS2/a)1/2� ;

!

N ! ("2JS2/Ka3)1/2� .

#!w/#N ! 0 ! $("2JS2/N2a2) " Ka� ;

!w ! ("2JS2/Na2) " KNa� .
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Figure 29 The structure of the Bloch wall separating domains. In iron the thickness of the transi-
tion region is about 300 lattice constants.
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The anisotropy energy is of the order of the anisotropy constant (K) times
the thickness Na, or σanis = KNa; therefore

Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
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Figure 29 The structure of the Bloch wall separating domains. In iron the thickness of the transi-
tion region is about 300 lattice constants.
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Take derivative to find minimum N, 

Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
!w ! !ex " !anis.

The exchange energy is given approximately by (55) for each line of atoms
normal to the plane of the wall. There are 1/a2 such lines per unit area, where
a is the lattice constant. Thus !ex ! "2JS2/Na2 per unit area of wall.

The anisotropy energy is of the order of the anisotropy constant times the
thickness Na, or !anis KNa; therefore
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tion region is about 300 lattice constants.
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Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
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For order of magnitude, N ~ 300 in iron. 
The total wall energy per unit area on this model is                                       .

Consider a wall parallel to the cube face of a simple cubic lattice and sepa-
rating domains magnetized in opposite directions. We wish to determine the
number N of atomic planes contained within the wall. The energy per unit area
of wall is the sum of contributions from exchange and anisotropy energies:
!w ! !ex " !anis.

The exchange energy is given approximately by (55) for each line of atoms
normal to the plane of the wall. There are 1/a2 such lines per unit area, where
a is the lattice constant. Thus !ex ! "2JS2/Na2 per unit area of wall.
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Figure 29 The structure of the Bloch wall separating domains. In iron the thickness of the transi-
tion region is about 300 lattice constants.
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Landau and Lifshitz showed that domain structure is a natural consequence of
the various contribu(ons to the energy-exchange, anisotropy, and magne(c-
of a ferromagne(c body. We may understand the origin of domains by
considering the structures shown below:

Origin of Domains 

in iron !w 1 erg/cm2. Accurate calculation for a 180° wall in a (100) plane
gives !w ! 2(2K1 JS2/a)1/2.

Origin of Domains

Landau and Lifshitz showed that domain structure is a natural conse-
quence of the various contributions to the energy—exchange, anisotropy, and
magnetic—of a ferromagnetic body.

Direct evidence of domain structure is furnished by photomicrographs of
domain boundaries obtained by the technique of magnetic powder patterns
and by optical studies using Faraday rotation. The powder pattern method 
developed by F. Bitter consists in placing a drop of a colloidal suspension of
finely divided ferromagnetic material, such as magnetite, on the surface of the
ferromagnetic crystal. The colloid particles in the suspension concentrate
strongly about the boundaries between domains where strong local magnetic
fields exist which attract the magnetic particles. The discovery of transparent
ferromagnetic compounds has encouraged the use also of optical rotation for
domain studies.

We may understand the origin of domains by considering the structures
shown in Fig. 30, each representing a cross section through a ferromagnetic
single crystal. In (a) we have a single domain; as a consequence of the mag-
netic “poles” formed on the surfaces of the crystal this configuration will have
a high value of the magnetic energy The magnetic energy den-
sity for the configuration shown will be of the order of here
Ms denotes the saturation magnetization, and the units are CGS.

In (b) the magnetic energy is reduced by roughly one-half by dividing the
crystal into two domains magnetized in opposite directions. In (c) with N do-
mains the magnetic energy is reduced to approximately 1/N of the magnetic
energy of (a), because of the reduced spatial extension of the field.

M s
2
 ! 106 erg/cm3;

(1/8") " B2 dV.

#
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Figure 30 The origin of domains.
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In (a) we have a single domain; as a consequence of the magne(c “poles”
formed on the surfaces of the crystal with a high value of the magne(c
energy (1/8𝜋)∫B2dV. In (b) the magne(c energy is reduced by roughly one-
half by dividing the crystal into two domains magne(zed in opposite
direc(ons. In (c) with N domains the magne(c energy is reduced to
approximately 1/N of the magne(c energy of (a). In domain arrangements
such as (d) and (e) the magne(c energy is zero.



Nuclear Magne(c Resonance
The magnetogyric ratio of a particle or system is the ratio of its magnetic
moment to its angular momentum, and it is often denoted by the symbol 𝛾.
We can then write the magnetic moment of a nucleus as ,
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chapter 13: magnetic resonance

In this chapter we discuss dynamical magnetic effects associated with the spin
angular momentum of nuclei and of electrons. The principal phenomena are
often identified in the literature by their initial letters, such as

NMR: nuclear magnetic resonance
NQR: nuclear quadrupole resonance
EPR or ESR: electron paramagnetic or spin resonance (Fig. 1)
FMR: ferromagnetic resonance
SWR: spin wave resonance (ferromagnetic films)
AFMR: antiferromagnetic resonance
CESR: conduction electron spin resonance

The information that can be obtained about solids by resonance studies
may be categorized:

• Electronic structure of single defects, as revealed by the fine structure of
the absorption.

• Motion of the spin or of the surroundings, as revealed by changes in the line
width.

• Internal magnetic fields sampled by the spin, as revealed by the position of
the resonance line (chemical shift; Knight shift).

• Collective spin excitations.

It is best to discuss NMR as a basis for a brief account of the other reso-
nance experiments. A great impact of NMR has been in organic chemistry and
biochemistry, where NMR provides a powerful tool for the identification and
the structure determination of complex molecules. This success is due to the
extremely high resolution attainable in diamagnetic liquids. A major medical
application of NMR is magnetic resonance imaging (MRI), which allows the
resolution in 3D of abnormal growths, configurations, and reactions in the
whole body.

NUCLEAR MAGNETIC RESONANCE

We consider a nucleus that possesses a magnetic moment ! and an angu-
lar momentum I. The two quantities are parallel, and we may write

(1)

the magnetogyric ratio ! is constant. By convention I denotes the nuclear 
angular momentum measured in units of .!

! ! ! !I� ;

!
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here I is angular momentum of the nucleus measured in ℏ.

The energy of interaction with the applied magnetic field is

(2)

if Ba ! B0 , then

(3)

The allowed values of Iz are mI ! I, I " 1, . . . , "I, and U ! "mI! B0.
In a magnetic field a nucleus with I ! has two energy levels correspond-

ing to mI ! # , as in Fig. 2. If "0 denotes the energy difference between the
two levels, then "0 ! ! B0 or

(4)

This is the fundamental condition for magnetic resonance absorption.
For the proton1 ! ! 2.675 $ 104 s"1 gauss"1 ! 2.675 $ 108 s"1 tesla"1, 

so that

(4a)

where # is the frequency. One tesla is precisely 104 gauss. Magnetic data for
selected nuclei are given in Table 1. For the electron spin,

(4b)#(GHz) ! 2.80 B0(kilogauss) ! 28.0 B0(tesla)� .

#(MHz) ! 4.258 B0(kilogauss) ! 42.58 B0(tesla)� ,

"0 ! !B0� .

!!
!1

2

1
2

!

U ! "$zB0 ! "!!B0Iz� .

ẑ

U ! "! ! Ba� ;
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Figure 2  Energy level splitting of a nucleus of spin I ! in a static magnetic field B0.
1
2

1The magnetic moment $p of the proton is 1.4106 $ 10"23 erg G"1 or 1.4106 $ 10"26 J T"1,
and ! ! 2$p/ . The nuclear magneton $n is defined as e /2Mpc and is equal to 5.0509 $ 10"24 erg
G"1 or 5.0509 $ 10"27 J T"1; thus $p ! 2.793 nuclear magnetons.
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With a applied magnetic field Ba = B0Ẑ,
then

The energy of interaction with the applied magnetic field is
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are the allowed values of Iz . 

A nucleus with I = ½, has two energy levels corresponding to mI = ±½, In a
magne(c field B0 as in the above figure. If ℏω0 denotes the energy difference
between the two levels, then ℏω0 = 𝛾ℏB0 or ω0 = 𝛾B0.
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For the electron, 

The energy of interaction with the applied magnetic field is

(2)
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,  𝜈 is magne(c absorp(on freqency. 
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The principle of NMR usually involves three sequential steps:
1. The alignment (polarization) of the magnetic nuclear spins in an applied,

constant magnetic field B0.
2. The perturbation of this alignment of the nuclear spins by a weak

oscillating magnetic field, usually a radio-frequency (RF) pulse. The
oscillation frequency required for significant perturbation is dependent
upon the static magnetic field (B0) and the nuclei of observation.

3. The detection of the NMR signal during or after the RF pulse, due to the
voltage induced in a detection coil by precession of the nuclear spins
around B0. After an RF pulse, precession usually occurs with the nuclei's
intrinsic Larmor frequency and, in itself, does not involve transitions
between spin states or energy levels.

The set of equations (13) are called the Bloch equations. They are not
symmetrical in x, y, and z because we have biased the system with a static mag-
netic field along . In experiments an rf magnetic field is usually applied along
the or axis. Our main interest is in the behavior of the magnetization in the
combined rf and static fields, as in Fig. 5. The Bloch equations are plausible,
but not exact; they do not describe all spin phenomena, particularly not those
in solids.

We determine the frequency of free precession of the spin system in a 
static field Ba ! B0 and with Mz ! M0. The Bloch equations reduce to

(14)

We look for damped oscillatory solutions of the form

(15)

On substitution in (14) we have for the left-hand equation

(16)

so that the free precession is characterized by

(17)

The motion (15) is similar to that of a damped harmonic oscillator in two
dimensions. The analogy suggests correctly that the spin system will show res-
onance absorption of energy from a driving field near the frequency !0 ! "B0,
and the frequency width of the response of the system to the driving field will
be "! 1/T2. Figure 6 shows the resonance of protons in water.

The Bloch equations may be solved to give the power absorption from a
rotating magnetic field of amplitude B1:

(18)Bx ! B1 cos !t� ; � By ! #B1 sin !t� .

!

!0 ! "B0� ; � T! ! T2� .

#!�sin !t # 

1
T!

 cos !t ! #"B0 sin !t # 

1
T2

 cos !t� ,

Mx ! m exp(#t/T!) cos !t� ; � My ! #m exp(# t/T!) sin !t� .

dMx

dt
 ! "B0My # 

Mx

T2
� ; �

dMy

dt
 ! #"B0 

Mx # 

My

T2
� ; �

dMz

dt
 ! 0� .

ẑ

ŷx̂
ẑ
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Specimen

Electromagnet

rf coil

Bx B0 (static)
To rf supply and circuit

for measuring inductance
and losses.

Figure 5  Schematic arrangement for magnetic resonance experiments.
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After a routine calculation one finds that the power absorption is

(CGS) (19)

The half-width of the resonance at half-maximum power is

(20)

LINE WIDTH

The magnetic dipolar interaction is usually the most important cause of
line broadening in a rigid lattice of magnetic dipoles. The magnetic field !B
seen by a magnetic dipole !1 due to a magnetic dipole !2 at a point r12 from
the first dipole is

(CGS) (21)

by a fundamental result of magnetostatics.
The order of magnitude of the interaction is, with Bi written for !B,

(CGS) (22)

The strong dependence on r suggests that close-neighbor interactions will be
dominant, so that

(CGS) (23)Bi ! !/a3� ,

Bi ! ! 

/r3� .

!B " 

3(!2 !  r12)r12 # !2r 12
2

r12
5 � ,

(!")1/2 " 1/T2� .

!(") " 
"#MzT2

1 $ ("0 # ")2T 

2
2
 B2

1� .
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Figure 6  Proton resonance absorption in water. 
(E. L. Hahn.)
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1. Diamagnetic susceptibility of atomic hydrogen. The wave function of the 
hydrogen atom in its ground state (1s) is                                                 where 

. The charge density is                                    
according to the statistical interpretation of the wave function. Show that 
for this state                     and calculate the molar diamagnetic susceptibility 
of atomic hydrogen 

• For a system of spins S ! , the exact magnetization is M !
N! tanh(!B/kBT), where ! ! g!B. (Brillouin)

• The ground state of electrons in the same shell have the maximum value of
S allowed by the Pauli principle and the maximum L consistent with this S.
The J value is L " S if the shell is more than half full and |L # S| if the shell
is less than half full.

• A cooling process operates by demagnetization of a paramagnetic salt at
constant entropy. The final temperature reached is of the order of
(B$/B)Tinitial, where B$ is the effective local field and B is the initial applied
magnetic field.

• The paramagnetic susceptibility of a Fermi gas of conduction electrons is 
" ! 3N!2/2#F, independent of temperature for kBT % #F. (Pauli)

Problems

1. Diamagnetic susceptibility of atomic hydrogen. The wave function of the 
hydrogen atom in its ground state (1s) is where

The charge density is $(x, y, z) ! #e|%|2, according
to the statistical interpretation of the wave function. Show that for this state

and calculate the molar diamagnetic susceptibility of atomic hydrogen
(#2.36 & 10#6 cm3/mole).

2. Hund rules. Apply the Hund rules to find the ground state (the basic level in the
notation of Table 1) of (a) Eu"", in the configuration 4f 7 5s2p6; (b) Yb3"; (c) Tb3".
The results for (b) and (c) are in Table 1, but you should give the separate steps in
applying the rules.

3. Triplet excited states. Some organic molecules have a triplet (S ! 1) excited state
at an energy kB$ above a singlet (S ! 0) ground state. (a) Find an expression for the
magnetic moment !!" in a field B. (b) Show that the susceptibility for T ' $ is ap-
proximately independent of $. (c) With the help of a diagram of energy levels versus
field and a rough sketch of entropy versus field, explain how this system might be
cooled by isentropic magnetization (not demagnetization).

4. Heat capacity from internal degrees of freedom. (a) Consider a two-level system
with an energy splitting kB$ between upper and lower states; the splitting may arise
from a magnetic field or in other ways. Show that the heat capacity per system is

The function is plotted in Fig. 11. Peaks of this type in the heat capacity are often
known as Schottky anomalies. The maximum heat capacity is quite high, but for 
T % $ and for T ' $ the heat capacity is low. (b) Show that for T ' $ we have 
C kB($/2T)2 " . . . . The hyperfine interaction between nuclear and electronic mag-
netic moments in paramagnetic salts (and in systems having electron spin order) causes
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• For a system of spins S ! , the exact magnetization is M !
N! tanh(!B/kBT), where ! ! g!B. (Brillouin)

• The ground state of electrons in the same shell have the maximum value of
S allowed by the Pauli principle and the maximum L consistent with this S.
The J value is L " S if the shell is more than half full and |L # S| if the shell
is less than half full.

• A cooling process operates by demagnetization of a paramagnetic salt at
constant entropy. The final temperature reached is of the order of
(B$/B)Tinitial, where B$ is the effective local field and B is the initial applied
magnetic field.

• The paramagnetic susceptibility of a Fermi gas of conduction electrons is 
" ! 3N!2/2#F, independent of temperature for kBT % #F. (Pauli)

Problems

1. Diamagnetic susceptibility of atomic hydrogen. The wave function of the 
hydrogen atom in its ground state (1s) is where

The charge density is $(x, y, z) ! #e|%|2, according
to the statistical interpretation of the wave function. Show that for this state

and calculate the molar diamagnetic susceptibility of atomic hydrogen
(#2.36 & 10#6 cm3/mole).

2. Hund rules. Apply the Hund rules to find the ground state (the basic level in the
notation of Table 1) of (a) Eu"", in the configuration 4f 7 5s2p6; (b) Yb3"; (c) Tb3".
The results for (b) and (c) are in Table 1, but you should give the separate steps in
applying the rules.

3. Triplet excited states. Some organic molecules have a triplet (S ! 1) excited state
at an energy kB$ above a singlet (S ! 0) ground state. (a) Find an expression for the
magnetic moment !!" in a field B. (b) Show that the susceptibility for T ' $ is ap-
proximately independent of $. (c) With the help of a diagram of energy levels versus
field and a rough sketch of entropy versus field, explain how this system might be
cooled by isentropic magnetization (not demagnetization).

4. Heat capacity from internal degrees of freedom. (a) Consider a two-level system
with an energy splitting kB$ between upper and lower states; the splitting may arise
from a magnetic field or in other ways. Show that the heat capacity per system is

The function is plotted in Fig. 11. Peaks of this type in the heat capacity are often
known as Schottky anomalies. The maximum heat capacity is quite high, but for 
T % $ and for T ' $ the heat capacity is low. (b) Show that for T ' $ we have 
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netic moments in paramagnetic salts (and in systems having electron spin order) causes

#

C ! $(U
(T%$

 ! kB 
($/T)2 e$/T

(1 " e$/T)2
� .

!r2" ! 3a0
2,

a0 ! !2/me2
 ! 0.529 & 10#8 cm.

% ! (&a0
3)#1/2 exp(#r/a0),

1
2

1
2

318

DI���RYE����������������1.��1BHF����

• For a system of spins S ! , the exact magnetization is M !
N! tanh(!B/kBT), where ! ! g!B. (Brillouin)

• The ground state of electrons in the same shell have the maximum value of
S allowed by the Pauli principle and the maximum L consistent with this S.
The J value is L " S if the shell is more than half full and |L # S| if the shell
is less than half full.

• A cooling process operates by demagnetization of a paramagnetic salt at
constant entropy. The final temperature reached is of the order of
(B$/B)Tinitial, where B$ is the effective local field and B is the initial applied
magnetic field.

• The paramagnetic susceptibility of a Fermi gas of conduction electrons is 
" ! 3N!2/2#F, independent of temperature for kBT % #F. (Pauli)

Problems

1. Diamagnetic susceptibility of atomic hydrogen. The wave function of the 
hydrogen atom in its ground state (1s) is where

The charge density is $(x, y, z) ! #e|%|2, according
to the statistical interpretation of the wave function. Show that for this state

and calculate the molar diamagnetic susceptibility of atomic hydrogen
(#2.36 & 10#6 cm3/mole).

2. Hund rules. Apply the Hund rules to find the ground state (the basic level in the
notation of Table 1) of (a) Eu"", in the configuration 4f 7 5s2p6; (b) Yb3"; (c) Tb3".
The results for (b) and (c) are in Table 1, but you should give the separate steps in
applying the rules.

3. Triplet excited states. Some organic molecules have a triplet (S ! 1) excited state
at an energy kB$ above a singlet (S ! 0) ground state. (a) Find an expression for the
magnetic moment !!" in a field B. (b) Show that the susceptibility for T ' $ is ap-
proximately independent of $. (c) With the help of a diagram of energy levels versus
field and a rough sketch of entropy versus field, explain how this system might be
cooled by isentropic magnetization (not demagnetization).

4. Heat capacity from internal degrees of freedom. (a) Consider a two-level system
with an energy splitting kB$ between upper and lower states; the splitting may arise
from a magnetic field or in other ways. Show that the heat capacity per system is

The function is plotted in Fig. 11. Peaks of this type in the heat capacity are often
known as Schottky anomalies. The maximum heat capacity is quite high, but for 
T % $ and for T ' $ the heat capacity is low. (b) Show that for T ' $ we have 
C kB($/2T)2 " . . . . The hyperfine interaction between nuclear and electronic mag-
netic moments in paramagnetic salts (and in systems having electron spin order) causes

#

C ! $(U
(T%$

 ! kB 
($/T)2 e$/T

(1 " e$/T)2
� .

!r2" ! 3a0
2,

a0 ! !2/me2
 ! 0.529 & 10#8 cm.

% ! (&a0
3)#1/2 exp(#r/a0),

1
2

1
2

318

DI���RYE����������������1.��1BHF����

• For a system of spins S ! , the exact magnetization is M !
N! tanh(!B/kBT), where ! ! g!B. (Brillouin)
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proximately independent of $. (c) With the help of a diagram of energy levels versus
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4. Heat capacity from internal degrees of freedom. (a) Consider a two-level system
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Problems

2. Magnon dispersion rela8on. Derive the magnon dispersion rela(on for a
spin S on a simple cubic ladce, z = 6. Hint: Show first that

where the central atom is at ρ and the six nearest neighbors are
connected to it by six vectors 𝛿. Look for solu(ons of the equa(ons for

of the form

a Co-alloy disk; the parallel component of the field seen by the sensor tip is
what the photo shows.

SUMMARY
(In CGS Units)

• The susceptibility of a ferromagnet above the Curie temperature has the
form ! ! C/(T " Tc) in the mean field approximation.

• In the mean field approximation the effective magnetic field seen by a mag-
netic moment in a ferromagnet is Ba # "M, when " ! Tc /C and Ba is the 
applied magnetic field.

• The elementary excitations in a ferromagnet are magnons. Their dispersion
relation for ka $ 1 has the form in zero external magnetic field.
The thermal excitation of magnons leads at low temperatures to a heat ca-
pacity and to a fractional magnetization change both proportional to T 3/2.

• In an antiferromagnet two spin lattices are equal, but antiparallel. In a ferri-
magnet two lattices are antiparallel, but the magnetic moment of one is
larger than the magnetic moment of the other.

• In an antiferromagnet the susceptibility above the Néel temperature has the
form ! ! 2C/(T # #).

• The magnon dispersion relation in an antiferromagnet has the form
The thermal excitation of magnons leads at low temperatures to a

term in T3 in the heat capacity, in addition to the phonon term in T 3.

• A Bloch wall separates domains magnetized in different directions. The
thickness of a wall is ( J/Ka3)1/2 lattice constants, and the energy per unit
area is (KJ/a)1/2, where K is the anisotropy energy density.

Problems

1. Magnon dispersion relation. Derive the magnon dispersion relation (24) for a
spin S on a simple cubic lattice, z ! 6. Hint: Show first that (18a) is replaced by

where the central atom is at ! and the six nearest neighbors are connected to it by
six vectors ". Look for solutions of the equations for and of the form
exp(ik % ! " i$t).

2. Heat capacity of magnons. Use the approximate magnon dispersion relation 
$ ! Ak2 to find the leading term in the heat capacity of a three-dimensional ferro-
magnet at low temperatures kBT $ J. The result is 0.113 per unit kB(kBT/!A)3/2,

dS!
y

    /dtdS!
x

    /dt
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x
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/dt ! (2JS/!)(6S 

y
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a Co-alloy disk; the parallel component of the field seen by the sensor tip is
what the photo shows.
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3. Néel temperature. Taking the effec(ve fields on the two-subladce
model of an an(ferromagne(c as

volume. The zeta function that enters the result may be estimated numerically; it is
tabulated in Jahnke-Emde.

3. Néel temperature. Taking the effective fields on the two-sublattice model of an 
antiferromagnetic as

show that

4. Magnetoelastic coupling. In a cubic crystal the elastic energy density in terms of
the usual strain components eÿ is (Chapter 3)

and the leading term in the magnetic anisotropy energy density is, from (54),

Coupling between elastic strain and magnetization direction may be taken formally
into account by including in the total energy density a term

arising from the strain dependence of UK; here B1 and B2 are called magnetoelastic
coupling constants. Show that the total energy is a minimum when

This explains the origin of magnetostriction, the change of length on magnetization.

5. Coercive force of a small particle. (a) Consider a small spherical single-domain
particle of a uniaxial ferromagnet. Show that the reverse field along the axis re-
quired to reverse the magnetization is Ba ! 2K/Ms, in CGS units. The coercive force
of single-domain particles is observed to be of this magnitude. Take UK ! K sin2 ! as
the anisotropy energy density and UM ! "BaM cos ! as the interaction energy den-
sity with the external field; here ! is the angle between Ba and M. Hint: Expand the
energies for small angles about ! ! ", and find the value of Ba for which UK # UM

does not have a minimum near ! ! ". (b) Show that the magnetic energy of a satu-
rated sphere of diameter d is An arrangement with appreciably less mag-
netic energy has a single wall in an equatorial plane. The domain wall energy will be
"#wd2/4, where #w is the wall energy per unit area. Estimate for cobalt the critical
radius below which the particles are stable as single domains, taking the value of
JS2/a as for iron.

6. Saturation magnetization near Tc. Show that in the mean field approximation 
the saturation magnetization just below the Curie temperature has the dominant
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netic energy has a single wall in an equatorial plane. The domain wall energy will be
"#wd2/4, where #w is the wall energy per unit area. Estimate for cobalt the critical
radius below which the particles are stable as single domains, taking the value of
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show that 


